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Content
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Parallelism 

• Arguably the most important concept of hardware!

• Parallelism is currently how people get more performance. (think end of 
Moore’s Law)

• Two main types of parallelism (often combined):
• Spatial – Add more hardware and execute in parallel
• Temporal – Exploit latency/time multiplex on the same amount of hardware



Parallelism – Spatial 
• Trees are a common form of spatial parallelism 

• In hardware reductions are perform on tree structure

– Ex. adder reduction for dot product 

• There are more fancy techniques to reduce total amount of hardware

• Maximize by allowing hardware to scale with task size



Parallelism – Temporal 
• General concept: exploit latency by allowing circuit to operate on a 

different inputs at different points of time
• Implementations

– Pipelining
• Each stage operates on a different input simultaneously
• Pipelining is effective for streams of inputs 
• Examples: Multipliers, dividers, HW for image processing, processors, etc

– Time multiplexing
• A common circuit relies on some long latency input; switch operating on 

different chunks of work per period
• Time multiplexing is useful for circuit with long latencies (ex. a circuit 

which must access DRAM)
• Can be fixed, variable, event driven, etc
• Examples: ALUs, processors, etc



Parallelism – Pipelining 
• Pipelining Loops with Feedback

– Pipelining modifies circuit timing. Ensure correct functionality.
– Be careful pipelining circuits with feedback!



Parallelism – Loop Unrolling 
• Works on multiple loop inputs 

at a time
• Combining Spatial and 

Temporal Parallelism
• Works best if there is no loop 

carry dependency
– What happens if there is?



Parallelism – Summary 
• Key Idea: Temporal vs spatial parallelism is a tradeoff
• Temporal parallelism saves hardware cost, but limit simultaneous 

operation if multiple inputs are available at the same time (i.e. 
decreased performance)

• Spatial parallelism increases the overall performance if multiple inputs 
are available at the same time, but require more hardware (i.e. more 
expensive)

• Most parallel hardware utilizes both to get the best of both worlds (i.e. a 
ML accelerator with hundreds of pipelined multipliers)

• A given target application naturally favors or the other



Question 1



Solution



Solution



Question 2



Solution



Solution


