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John Wawrzynek, Professor of EECS
❑ Profession Musician in New York 
❑ JPL/NASA – space craft data systems 
❑ PhD Caltech – electronic music 
❑ Berkeley faculty since 1989 

▪ IC design, reconfigurable computing, 
wireless systems

2“Wawrzynek” pronounced “Warsnek”, Office Hour Mon 3:30
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What this class is all about?
❑ Introduction to digital integrated circuit and system engineering 

▪ Key concepts needed to be a good digital designer 
▪ Discover you own creativity! 

❑ Learn models that allow reasoning about design 
▪ Manage design complexity through abstraction and understanding of tools  
▪ Allow analysis and optimization of the circuit’s performance, power, cost, etc. 

❑ Learn how to make sure your circuit and system works 
▪ Do you want to be the one that messes up a 1 billion transistor chip?
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Digital design is not a spectator sport! 
Learn by doing.



Prerequisites
❑ CS61C 

• Boolean logic, RISC-V ISA 
• We will review combinational and sequential 

logic, and RISC-V design (with more details) 
❑ EE16A/B 

• Digital gates, RC networks 
• We will review transistor operation and 

design of CMOS circuits
5
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Course Focus

IC processing

Transistor Physics

Devices

Circuits

EE 130

EE 16A/B

CS 61C

Gates

FlipFlops

Hardware Description Language
Machine Organization

Instruction Set Arch

Programming Languages 

Assembly / Machine Language

EECS 151

Deep Digital Design Experience 

Fundamentals of Boolean Logic 

Synchronous Circuits 

Finite State Machines 

Timing & Clocking 

Device Technology & Implications 

Controller Design 

Arithmetic Units 

Memories 

Testing, Debugging 

Hardware Architecture 

Hardware Design Language (HDL)  

Design Flow (CAD)



CS61C Background – RISC-V ISA and microarchitecture

• Used in lectures as a design example, and you’ll implement in project.   
We review the microarchitecture, and discuss the design in detail.
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TA: Kevin Anderson 
Discussion, ASIC Lab, 
PS, Ed, OH: TBA

TA: Justin Kalloor 
Discussion, PS, 
OH: TBA

UCS2: Kevin He 
Discussion, ASIC Lab, 
web, OH: TBA

UCS2: Daniel Endraws 
FPGA Labs, OH: TBA

UCS2: Dhruv Vaish 
FPGA Lab, Discussion, 
OH: TBA

UCS2: Rohit Kanagal 
FPGA Lab, OH: TBA

UCS1: Allen Chen 
PS grading, Discussion, 
OH: TBA

UCS1: Reuben Thomas 
PS grading, OH: TBA



Enrollment:
❑ Our plan is to admit all those on the waitlist with the proper 

prerequisites, assuming we can get you into a lab section. 
❑ If you are waitlisted for the lecture, make sure you are also 

waitlisted for a lab session: 
❑ The FPGA labs (LabB) are nearly full: 
❑ We opened another ASIC lab (LabA) (please consider 

taking it): 
LAB 002 LAB 102, Tu 2:00P-4:59P - 111 Cory 

❑ While we are processing the waitlist, attend discussion and labs 
❑ A limited number of Concurrent Enrollment requests will be 

approved, due to space limitations.
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Course Information
❑ Basic Source of Information, class website:  

 https://www.eecs151.org/ 

▪ Lecture notes and recordings 
▪ Assignments and solutions 
▪ Lab and project information 
▪ Exams 
▪ Ed Discussion Forum 
▪ Many other goodies … 

Print only what you need: Save a tree!
11

https://www.eecs151.org


Class Organization
❑ Lectures (MW 2-3:30PM) 
❑ Discussion sessions (F 10-11AM, 3-4PM, 4-5PM) 
❑ Office hours (coming soon, check website) 
❑ Weekly Problem Sets 
❑ Labs 

❑ FPGA (Mon 8-11AM, 11AM-2PM, 5-8PM, Tue 8-11AM) 
❑ ASIC (Tue 11-2PM, 2-5PM)  

❑ Design project 
❑ 2 Exams (1 midterm and 1 final)
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Lectures
❑ Lectures are critical: 

❑ No textbook 
❑ All course content (minus the labs) are contained in the 

lectures 
❑ Problem sets based around lecture material 
❑ Discussion sessions reinforce lecture material, provide 

example, problems and solutions.  
❑ Slides available on website before the lecture 
❑ Best practice is to download slides before lecture and annotate 

them during lecture (or simply take notes) 
❑ Lectures intended to be interactive 

❑ Ask questions, offer comments!  Tell me to slow down or 
speed up 

❑ Attend the lectures! 
13



Class Textbooks

❑Useful LA lab reference (EE151/251A): 
▪ Erik Brunvand: Digital VLSI Chip Design with Cadence and Synopsys CAD Tools 
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Recommended 
(previously required)

Recommended

No Required Book this semester

Useful



Discussion Sessions
❑ Start this week (Friday)! 
❑ Review of important concepts 

from lecture through 
worksheets (remember no text 
book) 

❑ Help with problem sets 
❑ F10-11AM, 3-4PM, 4-5PM 
❑ Attend any one you would like.
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Problem Sets
❑ Approximately 13 over the course of the 

semester (one per week, most weeks) 
❑ Posted on Friday, due on Monday 11:59pm, 

10 days later 
❑ Essential to understanding of the material 

▪ Hence take them seriously! 
▪ Ok to discuss with colleagues but need to turn in 

your own work / write-up / explanations 
❑ Late turn-in: 20% point deduction per day, 

except with documented medical excuse 
❑ Solutions posted Friday of due week
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Labs
❑ Enroll in FPGA or ASIC or both (or another in a later 

semester) 
❑ ~5 FPGA / ~5 ASIC lab exercises, done solo 

• Lab report (check off) due by next lab session 
❑ Design Project lasts ~7 weeks, done with partner 

• Project demo/interview during RRR week 
• Project report due a few days later 

❑ All Labs start next week! 
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Exams
❑ Exam 1 scheduled in evening.  No 

lecture that day.  
❑ (Tentative) Wed March 6, 6-9PM 
❑ Exam 2 during normal final exam slot:  

❑ Tuesday May 7, 11:30-2:30PM.
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Exams formats (open/closed book, cheatsheet, etc. TBA)



Class Discussions
❑ ed for interactions between Instructors and fellow students 

For fastest response post your questions on ed.  

(make sure to logon asap - if you don’t want to miss any of the action) 
https://edstem.org/us/courses/53359/discussion/

19

edstem.org

https://edstem.org/us/courses/53359/discussion/4120111
http://edstem.org
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Cheating Policy
• Details of our cheating policy on the class web site.  Please read it and ask 

questions.
• If you turn in someone else's work as if it were your own, you are guilty of 

cheating.  This includes problem sets, answers on exams, lab exercise 
checks, project design, and any required course turn-in material.

• Also, if you knowingly aid in cheating, you are guilty.
• We have software that compares your submitted work to others. 
• However, it is okay to discuss with others lab exercises and the project 

(obviously, okay to work with project partner).  Okay to discuss problem sets 
with others.  But everyone must turn in their own work.

• Do not post your work on public repositories like github (private o.k.) 
• If we catch you cheating, you will get negative points on the assignment: It 

is better to not do the work than to cheat!   
If it is a midterm exam, final exam, or final project, you get an F in the class.  
All cases of cheating reported to the office of student conduct. 



Grading Breakdown
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Lecture

Project 75%

Labs 25%

Labs
Participation 5%

Problem Sets 30%

Final Exam 35%

Midterm Exam 30%



Participation Points
1. Be present at lectures 

• ask questions, offer comments 
2. Participation in discussion sessions 
3. Post to ed 

• help answer fellow student questions 
about problem sets, labs, project 

• contribute testing or other code to 
help in project debug

22
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Tips on How to Get a Good Grade
The lecture material is not the most challenging part of the course but is very important. 

• You should be able to understand everything as we go along. 
• Do not fall behind in lecture and tell yourself you “will figure it out later from the notes”. 
• Notes will be online before the lecture (usually the night before).  Look at them before class.  
• Ask questions in class and stay involved - that will help you understand.   Come to office hours 

to check your understanding or to ask questions. 
• Complete all the homework problems - even the difficult ones.  Some problems go beyond 

lecture. 
• The exams will test your depth of knowledge.  You need to understand the material well enough 

to apply it in new situations. 
• Take the labs very seriously.  They are an integral part of the course. 
• Choose your project partner carefully.  Your best friend may not be the best choice! 
• Most important (this comes from 30+ years of hardware design experience):  

• Be well organized and neat with homework, labs, project.   
• In lab, add complexity a little bit at a time - always have a working design. 
• Don’t be afraid to throw away your design and start fresh.



Getting Started
❑ Discussions start this week, labs next week. 
❑ PS 1 assigned later this week 
❑ Login to ed as soon as possible 
❑ Register for your EECS151 class account at 

inst.eecs.berkeley.edu/webacct

24

http://inst.eecs.berkeley.edu/webacct
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Digital Integrated 
Circuits and 
Systems –  
From the Past  
to the Future …
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Electronics all around us

25

Consumer 

Products

Communications 

Infrastructure

Automotive

Aerospace and  

Military



And then plenty more …
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Fast ML for Science @ ICCAD 2023

Machine Learning Capabilities Scaled Directly with Hardware Advances

● Late 2000’s - renewed interest in NNs, now deep 
● Driven by availability of high-performance hardware (GPUs) 
● ML models and HW development fundamentally linked: 
● Success in LLMs tied directly to massive hardware compute 

capability (Even more important than algorithm details?) 

● How can we continue to scale HW performance (efficiency) 
to the benefit of ML? 
● Scalable HW architectures + HW/Algorithm co-design

28

Example: LLMs 
GPT-4 trained on ~25,000 Nvidia A100 GPUs for 90-100 days, 
~1.8 trillion parameters across 120 layers (~13T tokens in training) 
[https://archive.md/2RG8X]

Cloud TPU v3 (45 TFLOP/s)

https://archive.md/2RG8X


How did this all arise?

29
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The Transistor Revolution

First transistor 
Bell Labs, Dec 1947
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First Integrated Circuits (1958-59)
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Jack Kilby, Texas Instruments

Bob Noyce, Fairchild
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Process 
Scaling

Gordon Moore 
UCB B.S. 
Chemistry, 
1950.



Moore’s Law - applied to memory and logic
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MOS in the 70s

Intel 2102, a 1kb, 1 
MHz static RAM 
chip with 6000 
nFETs transistors in 
a 10 µm process.

1971 state of the art.



Are We Really Ready for VLsr2 ? 
Gordon E. Moore 
Intel Corporation 
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A tremendous interest in VLSI is all around us. There is 
much talk of electron-beam and X-ray lithography tools to achieve 
VLSI's submicron structures. In all of the VLSI discussions, the 
implication is that it will allow us to keep on enjoying the same 
kindcr fantastic low-cost advantages previous IC technologies have 
provided us in electronic products. Perhaps this may become true , 
but if the semiconductor industry had a million-transistor tech-
nology like VLSI, I'm not so sure it would know what to do with it. 
Besides products containing memory devices, it isn ' t clear what 
future electronic products that take advantage of VLSI will be. 

Examples abound of products with decreases in cost from 10 
to 100,000 fold, made possible by progress in semicortductor inte-
gration levels. Each increase in integration level has opened up 
new app lic ations, and in several instances deve loped complete l y 
new industries. As semiconductor device t e chnology evolv e d from 
discrete , t o small-scale, to medium-scale, and through large- sca l e 
integratio n levels, product advantages have multiplied. Doesn't 
it s e em a matter of straightforward calculation that an orde r-o f-
magnitude increase in IC device complexity should result in many 
of the same product advantages? Pe rha ps, if the product s a re 
me mo r y r e late d. 

Memory is certainly one function that can be use d i n l a r ge 
chunks, assuming that the c o st/bit will b e low e no ugh to ma ke t his 
possible . Single-chip microcomputers could be e xte nded with more 
memo ry on the chip. But even here , memory modul a rity a t some siz e 
becomes important, thus limiting the amount of memory usefully 
incorporated on chip. 

CALTECH CONFERENCE ON VLS I , January 1979 

6 Gord o n E . \loo r e 

Once the basic process steps were in place, progress in 
making res in ever more complex structures moved along rapidly 
(Figure 2), in an exponential fashion. The curve in Figure 2 
is essentially the envelope of IC complexity growth. Points 
indicated in the figure are a sprinkling of the most complex 
circuit types available commercially at the time indicated. Most 
of the circuits introduced fall well below this curve. I expect 
a change in slope to occur at about the present time. From the 
doubling of the curve annually for the first 15 years or so, 
the slope drops to about one half its previous value, to a doubling 
once every two years. This is the rate of complexity growth 
than can be predicted for the future. 
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Original “Moore’s 
Law” paper  
data points.

i2102 
SRAM

By 1971, “Moore’s Law” paper was already 6 years 
old ...

But the result was 
empirical. 

Understanding  
the physics of 
scaling MOS 
transistor 
dimensions was 
necessary ...
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Design of Ion-Implanted MOSFET’S with

Very Small Physical Dimensions

ROBERT H. DENNARD, LIEMBER, IEEE, FRITZ H. GAENSSLEN, HWA-NIEN YU, MEMBER, IEEE, V. LEO
RIDEOUT, MEMBER) IEEE, ERNEST BASSOUS, AND ANDRE R. LEBLANC, MEMBER, IEEE

Absfracf—This paper considers the design, fabrication, and
characterization of very small MOSI?ET switching devices suitable
for digital integrated circuits using dimensions of the order of 1 p.
Scaling relationships are presented which show how a conventional
MOSFET can be reduced in size. An improved small device struc-
ture is presented that uses ion implantation to provide shallow
source and drain regions and a nonuniform substrate doping pro-
file. One-dimensional models are used to predict the substrate
doping profile and the corresponding threshold voltage versus
source voltage characteristic. A two-dimensional current transport
model is used to predict the relative degree of short-channel effects
for different device parameter combinations. Polysilicon-gate
MOSFET’S with channel lengths as short as 0.5 ~ were fabricated,
and the device characteristics measured and compared with pre-
dicted values. The performance improvement expected from using
these very small devices in highly miniaturized integrated circuits
is projected.

Manuscript received May 20, 1974; revised July 3, 1974.
The aubhors are with the IBM T. J. Watson Research Center,

Yorktown Heights, N.Y. 10598.
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INTRODUCTION

N

EW HIGH resolution lithographic techniques for

forming semiconductor integrated circuit patterns

offer a decrease in linewidth of five to ten times

over the optical contact masking approach which is com-

monly used in the semiconductor industry today. Of the

new techniques, electron beam pattern writing has been

widely used for experimental device fabrication [1] – [4]

while X-ray lithography [5] and optical projection print-

ing [6] have also exhibited high-resolution capability.

Full realization of the benefits of these new high-resolu-

tion lithographic techniques requires the development of

new device designs, technologies, and structures which

can be optimized for very small dimensions.

This paper concerns the design, fabrication, and char-

acterization of very small MOSFET switching devices

suitable for digital integrated circuits using dimensions

of the order of 1 p. It is known that reducing the source-

to-drain spacing (i.e., the channel length) of an FET

leads to undesirable changes in the device characteristics.

These changes become significant when the depletion

regions surrounding the source and drain extend over a

large portion of the region in the silicon substrate under

the gate electrode. For switching applications, the most

undesirable “short-channel” effect is a reduction in the

gate threshold voltage at which the device turns on, which

is aggravated by high drain voltages. It has been shown

that these short-channel effects can be avoided by scaling

down the vertical dimensions (e.g., gate insulator thickn-

ess, junction depth, etc. ) along with the horizontal

dimensions, while also proportionately decreasing the

applied voltages and increasing the substrate doping con-
centration [7], [8]. Applying this scaling approach to a
properly designed conventional-size MOSFET shows that
a 200-A gate insulator is required if the channel length
is to be reduced to 1 ~.
A major consideration of this paper is to show how

the use of ion implantation leads to an improved design
for very small scaled-down MOSFET’S. First, the ability
of ion implantation to accurately introduce a low con-
centration of doping atoms allows the substrate doping
profile in the channel region under the gate to be in-
creased in a controlled manner. When combined with a
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Fig. 1. Illustration of device scaling principles with K = 5. (a)
Conventional commercially available device structure. (b)
Scaled-down device structure.

relatively lightly doped starting substrate, this channel
implant reduces the sensitivity of the threshold voltage
to changes in the source-to-substrate (“backdate”) bias.
This reduced “substrate sensitivity” can then be traded
off for a thicker gate insulator of 350-A thickness which
tends to be easier to fabricate reproducibly and reliably.
Second, ion implantation allows the formation of very
shallow source and drain regions which are more favor-
able with respect to short-channel effects, while main-
taining an acceptable sheet resistance. The combination
of these features in an all-implanted design gives a
switching device which can be fabricated with a thicker
gate insulator if desired, which has well-controlled thresh-
old characteristics, and which has significantly reduced
interelectrode capacitances (e.g., drain-to-gate or drain-
to-substrate capacitances).
This paper begins by describing the scaling principles

which are applied to a conventional MOSFET to obtain
a very small device structure capable of improved per-
formance. Experimental verification of the scaling ap-
proach is then presented. Next, the fabrication process
for an improved scaled-down device structure using ion
implantation is described. Design considerations for this
all-implanted structure are based on two analytical tools:
a simple one-dimensional model that predicts the sub-
strate sensitivity for long channel-length devices, and a
two-dimensional current-transport model that predicts
the device turn-on characteristics as a function of chan-
nel length, The predicted results from both analyses are
compared ;vith experimental data. Using the two-di-
mensional simulation, the sensitivity of the design to
Yarious parameters is shown. Then, detailed attention is
givcll to all alternate design,intendedfor zero substrate

bins, which offers some advantages with respect to thresh-
old control. Finally, the paper concludes with a discus-
sion of the performance improvements to be expected
from integrated circuits that use these very small FET’s.

DEVICE SCALING

The principles of device scaling [7], [8] show in a

concise manner the general design trends to be followed

in dccreming the size and increasing the performance of

lIOSFET switching devices. Fig. 1 compares a state-of-

the-art n-channel lllOSFET [9] with a scaled-down

If we scale the gate 
length by a factor 𝞳, 
how should we 
scale other aspects 
of transistor to get 
the “best” results?

not

scaled

𝞳 = 5 

scaling
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INTRODUCTION
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EW HIGH resolution lithographic techniques for

forming semiconductor integrated circuit patterns

offer a decrease in linewidth of five to ten times

over the optical contact masking approach which is com-

monly used in the semiconductor industry today. Of the

new techniques, electron beam pattern writing has been

widely used for experimental device fabrication [1] – [4]

while X-ray lithography [5] and optical projection print-

ing [6] have also exhibited high-resolution capability.

Full realization of the benefits of these new high-resolu-

tion lithographic techniques requires the development of

new device designs, technologies, and structures which

can be optimized for very small dimensions.

This paper concerns the design, fabrication, and char-

acterization of very small MOSFET switching devices

suitable for digital integrated circuits using dimensions

of the order of 1 p. It is known that reducing the source-

to-drain spacing (i.e., the channel length) of an FET

leads to undesirable changes in the device characteristics.

These changes become significant when the depletion

regions surrounding the source and drain extend over a

large portion of the region in the silicon substrate under

the gate electrode. For switching applications, the most

undesirable “short-channel” effect is a reduction in the

gate threshold voltage at which the device turns on, which

is aggravated by high drain voltages. It has been shown

that these short-channel effects can be avoided by scaling

down the vertical dimensions (e.g., gate insulator thickn-

ess, junction depth, etc. ) along with the horizontal

dimensions, while also proportionately decreasing the

applied voltages and increasing the substrate doping con-
centration [7], [8]. Applying this scaling approach to a
properly designed conventional-size MOSFET shows that
a 200-A gate insulator is required if the channel length
is to be reduced to 1 ~.
A major consideration of this paper is to show how

the use of ion implantation leads to an improved design
for very small scaled-down MOSFET’S. First, the ability
of ion implantation to accurately introduce a low con-
centration of doping atoms allows the substrate doping
profile in the channel region under the gate to be in-
creased in a controlled manner. When combined with a

GATE ~ tox=loooh

a

1,
‘+ /l ‘+

L’l -

/L\--0
5P =. _-

NA=5 x 10’5/cm3

(a)

GATE &*200A

a

:N+ ~N+o___, .___,

-OILhp

N~=25x10’6/cm

(b)

Fig. 1. Illustration of device scaling principles with K = 5. (a)
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relatively lightly doped starting substrate, this channel
implant reduces the sensitivity of the threshold voltage
to changes in the source-to-substrate (“backdate”) bias.
This reduced “substrate sensitivity” can then be traded
off for a thicker gate insulator of 350-A thickness which
tends to be easier to fabricate reproducibly and reliably.
Second, ion implantation allows the formation of very
shallow source and drain regions which are more favor-
able with respect to short-channel effects, while main-
taining an acceptable sheet resistance. The combination
of these features in an all-implanted design gives a
switching device which can be fabricated with a thicker
gate insulator if desired, which has well-controlled thresh-
old characteristics, and which has significantly reduced
interelectrode capacitances (e.g., drain-to-gate or drain-
to-substrate capacitances).
This paper begins by describing the scaling principles

which are applied to a conventional MOSFET to obtain
a very small device structure capable of improved per-
formance. Experimental verification of the scaling ap-
proach is then presented. Next, the fabrication process
for an improved scaled-down device structure using ion
implantation is described. Design considerations for this
all-implanted structure are based on two analytical tools:
a simple one-dimensional model that predicts the sub-
strate sensitivity for long channel-length devices, and a
two-dimensional current-transport model that predicts
the device turn-on characteristics as a function of chan-
nel length, The predicted results from both analyses are
compared ;vith experimental data. Using the two-di-
mensional simulation, the sensitivity of the design to
Yarious parameters is shown. Then, detailed attention is
givcll to all alternate design,intendedfor zero substrate

bins, which offers some advantages with respect to thresh-
old control. Finally, the paper concludes with a discus-
sion of the performance improvements to be expected
from integrated circuits that use these very small FET’s.

DEVICE SCALING

The principles of device scaling [7], [8] show in a

concise manner the general design trends to be followed

in dccreming the size and increasing the performance of

lIOSFET switching devices. Fig. 1 compares a state-of-

the-art n-channel lllOSFET [9] with a scaled-down
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TABLE I

SCALING RESULTS FOR CIRCUIT PERFORMANCE

Device or Circuit Parameter Scaling Factor

Device dlmensiontO., L, W’
Doping concentration Na
Voltage V
Current 1
Capacitance EA It
Delay time/circuit VC/Z
Power dissipation/circnit VI
Power density VI/A

1/.
K

1/.
1/.
l/K

1/.
1/K2
1

ing factor K. Justifying these results here in great detail
would be tedious, so only a. simplified treatment is given.
It is argued that all nodal voltages are reduced in the
miniaturized circuits in proportion to the reduced supply
voltages. This follows because the quiescent voltage levels
in digital MC)SFET circuits are either the supply levels
or some intermediate level given by a voltage divider
consisting of two or more devices, and because the resist-
ance V/I of each device is unchanged by scaling. An
assumption is made that parasitic resistance elements are
either negligible or unchanged by scaling, which will be
examined subsequently. The circuits operate properly at
lower voltages because the device threshold voltage Vt
scales as shown in (2), and furthermore because the
tolerance spreads on Vt should be proportionately reduced
as well if each parameter in (2) is controlled to the same
percentage accuracy. Noise margins are reduced, but at
the same time internally generated noise coupling volt-
ages are reduced by the lower signal voltage swings,
Due to the reduction in dimensions, all circuit elements

(i.e., interconnection lines as well as devices) will have
their capacitances reduced by a factor of K. This occurs
because of the reduction by K’ in the area of these com-
ponents, which is partially cancelled by the decrease in
the electrode spacing by K due to thinner insulating films

TABLE II
SCALING RESULTS FOR INTERCONNECTION LINES

Parameter Scaling Factor

Line resistance, R~ = pL/Wt K

Normalized voltage drop IR~/V K

Line response time R~C 1
Line current density I/A K

and reduced depletion layer widths. These reduced ca-
pacitances are driven by the unchanged device resist-
ances V/I giving decreased transition times with a re-
sultant reduction in the delay time of each circuit by a
factor of K. The power dissipation of each circuit is re-
duced by K’ due to the reduced voltage and current levels,
so the power-delay product is improved by K8. Since the
area of a given device or circuit is also reduced by K2,
the power density remains constant, Thus, even if many
more circuits are placed on a given integrated circuit
chip, the cooling problem is essentially unchanged.
As indicated in Table II, a number of problems arise

from the fact that the cross-sectional area of conductors
is decreased by K2 while the length is decreased only by K.

It is assumed here that the thicknesses of the conductors
are necessarily reduced along with the widths because
of the more stringent resolution requirements (e.g.j on
etching, etc. ). The conductivity is considered to remain
constant which is reasonable for metal films down to
very small dimensions (until the mean free path becomes
comparable to the thickness), and is also reasonable for
degenerately doped semiconducting lines where solid
volubility and impurity scattering considerations limit
any increase in conductivity. Under these assumptions
the resistance of a given line increases directly with the
scaling factor K. The IR drop in such a line is therefore
constant (with the decreased current levels) ~ but is K
times greater in comparison to the lower operating volt-
ages. The response time of an unterminated transmission
line is characteristically limited by its time constant
R~C, which is unchanged by scaling; however, this makes
it difficult to take advantage of the higher switching
speeds inherent in the scaled-down devices when signaI
propagation over long lines is involved, Also, the current
density in a scaled-down conductor is increased by K,

which causes a reliability concern, In conventional
MOSFET circuits, these conductivity problems are re-
latively minor, but they become significant for line-
widths of micron dimensions. The problems may be
circumvented in high performance circuits by widening
the power buses and by avoiding the use of n+ doped
lines for signal propagation.

Use of the ion-implanted devices considered in this
paper will give similar performance improvement to that
of the scaled-down device with K = 5 given in Table I.
For the implanted dcviccs with the higher operating volt-
ages (4 V instead of 3 V) and higher threshold voltages
(0.9 V instead of 0.4 V), the current level will be reduced

Things we do: scale 
dimensions, doping, 
Vdd.

What we get:  
𝞳2 as many transistors 
at the same power 
density! 

Whose gates switch 𝞳 
times faster! Power density scaling ended in 2003  

(Pentium 4: 3.2GHz, 82W, 55M FETs).
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Figure 1.11 Growth in clock rate of microprocessors in Figure 1.1. Between 1978 and 1986, the clock rate improved less than 15% per
year while performance improved by 25% per year. During the “renaissance period” of 52% performance improvement per year between
1986 and 2003, clock rates shot up almost 40% per year. Since then, the clock rate has been nearly flat, growing at less than 1% per year,
while single processor performance improved at less than 22% per year.

We hit the “power wall”
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Modern IC Process

Vgs

Ids
Intel 22nm Process

Transistor channel is a 
raised fin.

Gate controls channel 
from sides and top.



State of the Art‣ 7nm 

‣ 5nm 

‣ 3.5nm

* From Wikipedia

As of September 2018, mass production of 7 nm devices has begun. The first mainstream 
7 nm mobile processor intended for mass market use, the Apple A12 Bionic, was released at 
their September 2018 event.  Although Huawei announced its own 7 nm processor before the 
Apple A12 Bionic, the Kirin 980 on August 31, 2018, the Apple A12 Bionic was released for 
public, mass market use to consumers before the Kirin 980. Both chips are manufactured by 
TSMC. AMD is currently working on their "Rome" workstation processors, which are based on 
the 7 nanometer node and feature up to 64 cores.

The 5 nm node was once assumed by some experts to be the end of Moore's law. 

Transistors smaller than 7 nm will experience quantum tunnelling through the gate oxide 
layer. Due to the costs involved in development, 5 nm is predicted to take longer to reach 
market than the two years estimated by Moore's law. Beyond 7 nm, it was initially claimed 
that major technological advances would have to be made to produce chips at this small 
scale. In particular, it is believed that 5 nm may usher in the successor to the FinFET, such 
as a gate-all-around architecture.

Although Intel has not yet revealed any specific plans to manufacturers or retailers, their 
2009 roadmap projected an end-user release by approximately 2020. In early 2017, 
Samsung announced production of a 4 nm node by 2020 as part of its revised roadmap. 

On January 26th 2018, TSMC announced production of a 5 nm node by 2020 on its new 
fab 18. In October 2018, TSMC disclosed plans to start risk production of 5 nm devices in 
April 2019.

3.5 nm is a name for the first node beyond 5 nm. In 2018, 
IMEC and Cadence had taped out 3 nm test chips. Also, 
Samsung announced that they plan to use Gate-All-Around 
technology to produce 3 nm FETs in 2021.

https://en.wikipedia.org/wiki/Apple_Inc.
https://en.wikipedia.org/wiki/Apple_A12
https://en.wikipedia.org/wiki/Huawei
https://en.wikipedia.org/wiki/Apple_A12_Bionic
https://en.wikipedia.org/wiki/TSMC
https://en.wikipedia.org/wiki/Moore%27s_law
https://en.wikipedia.org/wiki/Transistor
https://en.wikipedia.org/wiki/Quantum_tunnelling
https://en.wikipedia.org/wiki/FinFET
https://en.wikipedia.org/wiki/Gate-all-around
https://en.wikipedia.org/wiki/Samsung
https://en.wikipedia.org/wiki/TSMC
https://en.wikipedia.org/wiki/IMEC
https://en.wikipedia.org/wiki/Cadence_Design_Systems
https://en.wikipedia.org/wiki/Samsung


Recent Cost Trend

L. Su, HotChips, August 2019.
Cost nearly doubled!



441980 Pong game 
10’s of logic gates

CS150/EECS151 Project Complexity

1995 MIDI synthesizer 
1000’s of logic gates

2000-2010 eTV tuner 
10K’s logic gates

2010-2017 MIPS CPU or BYO 
1M logic gates

2018 MIPS CPU 
Programmable SOC: 
dual-core ARM, 85K 
logic cells, 220 MACC 
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The other outcomes
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Frequency
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Frequency Trends in Intel's Microprocessors
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Power Dissipation

Has been > doubling
every 2 years

Has to stay 
~constant

Power Trends in Intel's Microprocessors
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Power and Performance Trends

For reasons of 
power efficiency, 
performance scaling 
now comes from 
multiple cores and 
“accelerators”, not 
from higher clock 
frequency.
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The other Demon: 
Complexity
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Complexity and Productivity Trends
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Cost Of Developing New Products

• These are non-recurring (NRE) costs, need to be amortized over the lifetime 
of a product



The answers
❑ Design methodology! 
▪ Abstraction 
▪ Hierarchy 
▪ Reuse 

❑ Computer Aided Design tools

52
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Digital System Design: 
A few basic concepts



54

Example Digital Systems

- Usually designed to minimize cost.   

“Optimized for low cost” 

- Of course, low cost comes at the expense of speed.

• Handheld Calculator

• General Purpose Server

- Designed to maximize performance  - 
“Optimized for speed”. 

- Expensive and high power
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Example Digital Systems
❑ Digital Watch 

▪ Low power operation comes at the expense of:
– lower speed
– higher cost

Designed to minimize power. 

Single battery must last for years.
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Design Space & Optimality

low-performance at low-cost

high-performance at high-cost

“Pareto Optimal” Frontier

Performance

Cost (# of components)

(tasks/sec)
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Basic Design Tradeoffs

• Improve on one at the expense of the others 
• Tradeoffs exist at every level in the system design
• Design Specification

– Functional Description
– Performance, cost, power constraints

• Designer must make the tradeoffs needed to achieve the 
function within the constraints 
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Hierarchy & Design Representation



59

Hierarchy in Designs – Complexity Control
❑ Design Abstraction 
▪ Hide details and reduce 

number of things to handle at 
any time  

❑ Modular design 
▪ Divide and conquer  
▪ Simplifies implementation 

and debugging 



Design Methodologies
❑ Top-Down Design 

▪ Starts at the top (root) and works down by 
successive refinement.  

❑ Bottom-up Design  
▪ Starts at the leaves & puts pieces together to build 

up the design.  
❑ Which is better? 

▪ In practice both are needed & used 
▪ Top-down to handle the complexity (divide and 

conquer)  
▪ Bottom-up since structure influenced by available 

primitives  
(in a well designed system)
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Digital Design: What’s it all about?
Given a functional description and performance, cost, & power constraints, come up with 

an implementation using a set of primitives.  
• How do we learn how to do this?  

1. Learn about the primitives and how to use them. 
2. Learn about design representations. 
3. Learn formal methods and tools to manipulate the representations. 
4. Look at design examples. 
5. Use trial and error - CAD tools and prototyping.  Practice!

• Digital design is in some ways more an art than a science. The creative spirit 
is critical in combining primitive elements & other components in new ways 
to achieve a desired function.  

• However, unlike art, we have objective measures of a design:  
  Performance   Cost    Power



End of Lecture 1
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