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Announcements
❑ Midterm Exam 6-9PM 

❑ Latimer 120 (alternate seating) 
❑ Exam covers Lectures 1 - 10 and HW 1 - 6 (Through CMOS 

circuits) 
❑ One double sided handwritten sheet of paper allowed.  No 

calculators. 
❑ Neatness counts!  Bring a ruler to help draw diagrams. 

❑ Homework solutions posted through HW 6 
❑ No homework due today 
❑ HW7 posted, due next Monday.
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Review with sample slides
❑ Do not study only the following slides.  These are just 

representative of what you need to know. 
❑ Go back and study the entire lecture.
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Moore’s Law – 2x transistors per 1-2 yr



Dennard 
Scaling
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Built-in junction potential.
Charge on the electron.
Effective oxide charge.
Gate oxide thickness.
Absolute temperature.
Drain, source, gate and substrate volt-
ages.

Drain voltage relative to source.
Source voltage relative to substrate.
Gate threshold voltage.
Source and drain depletion layer
widths.

MOSFET channel width.

INTRODUCTION

N

EW HIGH resolution lithographic techniques for

forming semiconductor integrated circuit patterns

offer a decrease in linewidth of five to ten times

over the optical contact masking approach which is com-

monly used in the semiconductor industry today. Of the

new techniques, electron beam pattern writing has been

widely used for experimental device fabrication [1] – [4]

while X-ray lithography [5] and optical projection print-

ing [6] have also exhibited high-resolution capability.

Full realization of the benefits of these new high-resolu-

tion lithographic techniques requires the development of

new device designs, technologies, and structures which

can be optimized for very small dimensions.

This paper concerns the design, fabrication, and char-

acterization of very small MOSFET switching devices

suitable for digital integrated circuits using dimensions

of the order of 1 p. It is known that reducing the source-

to-drain spacing (i.e., the channel length) of an FET

leads to undesirable changes in the device characteristics.

These changes become significant when the depletion

regions surrounding the source and drain extend over a

large portion of the region in the silicon substrate under

the gate electrode. For switching applications, the most

undesirable “short-channel” effect is a reduction in the

gate threshold voltage at which the device turns on, which

is aggravated by high drain voltages. It has been shown

that these short-channel effects can be avoided by scaling

down the vertical dimensions (e.g., gate insulator thickn-

ess, junction depth, etc. ) along with the horizontal

dimensions, while also proportionately decreasing the

applied voltages and increasing the substrate doping con-
centration [7], [8]. Applying this scaling approach to a
properly designed conventional-size MOSFET shows that
a 200-A gate insulator is required if the channel length
is to be reduced to 1 ~.
A major consideration of this paper is to show how

the use of ion implantation leads to an improved design
for very small scaled-down MOSFET’S. First, the ability
of ion implantation to accurately introduce a low con-
centration of doping atoms allows the substrate doping
profile in the channel region under the gate to be in-
creased in a controlled manner. When combined with a
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Fig. 1. Illustration of device scaling principles with K = 5. (a)
Conventional commercially available device structure. (b)
Scaled-down device structure.

relatively lightly doped starting substrate, this channel
implant reduces the sensitivity of the threshold voltage
to changes in the source-to-substrate (“backdate”) bias.
This reduced “substrate sensitivity” can then be traded
off for a thicker gate insulator of 350-A thickness which
tends to be easier to fabricate reproducibly and reliably.
Second, ion implantation allows the formation of very
shallow source and drain regions which are more favor-
able with respect to short-channel effects, while main-
taining an acceptable sheet resistance. The combination
of these features in an all-implanted design gives a
switching device which can be fabricated with a thicker
gate insulator if desired, which has well-controlled thresh-
old characteristics, and which has significantly reduced
interelectrode capacitances (e.g., drain-to-gate or drain-
to-substrate capacitances).
This paper begins by describing the scaling principles

which are applied to a conventional MOSFET to obtain
a very small device structure capable of improved per-
formance. Experimental verification of the scaling ap-
proach is then presented. Next, the fabrication process
for an improved scaled-down device structure using ion
implantation is described. Design considerations for this
all-implanted structure are based on two analytical tools:
a simple one-dimensional model that predicts the sub-
strate sensitivity for long channel-length devices, and a
two-dimensional current-transport model that predicts
the device turn-on characteristics as a function of chan-
nel length, The predicted results from both analyses are
compared ;vith experimental data. Using the two-di-
mensional simulation, the sensitivity of the design to
Yarious parameters is shown. Then, detailed attention is
givcll to all alternate design,intendedfor zero substrate

bins, which offers some advantages with respect to thresh-
old control. Finally, the paper concludes with a discus-
sion of the performance improvements to be expected
from integrated circuits that use these very small FET’s.

DEVICE SCALING

The principles of device scaling [7], [8] show in a

concise manner the general design trends to be followed

in dccreming the size and increasing the performance of

lIOSFET switching devices. Fig. 1 compares a state-of-

the-art n-channel lllOSFET [9] with a scaled-down

not
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Fig. 13. Calculated and experimental subthreshold turn-on char-
acteristics for ion-implanted zero substrate bias design.

TABLE I

SCALING RESULTS FOR CIRCUIT PERFORMANCE

Device or Circuit Parameter Scaling Factor

Device dlmensiontO., L, W’
Doping concentration Na
Voltage V
Current 1
Capacitance EA It
Delay time/circuit VC/Z
Power dissipation/circnit VI
Power density VI/A

1/.
K

1/.
1/.
l/K

1/.
1/K2
1

ing factor K. Justifying these results here in great detail
would be tedious, so only a. simplified treatment is given.
It is argued that all nodal voltages are reduced in the
miniaturized circuits in proportion to the reduced supply
voltages. This follows because the quiescent voltage levels
in digital MC)SFET circuits are either the supply levels
or some intermediate level given by a voltage divider
consisting of two or more devices, and because the resist-
ance V/I of each device is unchanged by scaling. An
assumption is made that parasitic resistance elements are
either negligible or unchanged by scaling, which will be
examined subsequently. The circuits operate properly at
lower voltages because the device threshold voltage Vt
scales as shown in (2), and furthermore because the
tolerance spreads on Vt should be proportionately reduced
as well if each parameter in (2) is controlled to the same
percentage accuracy. Noise margins are reduced, but at
the same time internally generated noise coupling volt-
ages are reduced by the lower signal voltage swings,
Due to the reduction in dimensions, all circuit elements

(i.e., interconnection lines as well as devices) will have
their capacitances reduced by a factor of K. This occurs
because of the reduction by K’ in the area of these com-
ponents, which is partially cancelled by the decrease in
the electrode spacing by K due to thinner insulating films

TABLE II
SCALING RESULTS FOR INTERCONNECTION LINES

Parameter Scaling Factor

Line resistance, R~ = pL/Wt K

Normalized voltage drop IR~/V K

Line response time R~C 1
Line current density I/A K

and reduced depletion layer widths. These reduced ca-
pacitances are driven by the unchanged device resist-
ances V/I giving decreased transition times with a re-
sultant reduction in the delay time of each circuit by a
factor of K. The power dissipation of each circuit is re-
duced by K’ due to the reduced voltage and current levels,
so the power-delay product is improved by K8. Since the
area of a given device or circuit is also reduced by K2,
the power density remains constant, Thus, even if many
more circuits are placed on a given integrated circuit
chip, the cooling problem is essentially unchanged.
As indicated in Table II, a number of problems arise

from the fact that the cross-sectional area of conductors
is decreased by K2 while the length is decreased only by K.

It is assumed here that the thicknesses of the conductors
are necessarily reduced along with the widths because
of the more stringent resolution requirements (e.g.j on
etching, etc. ). The conductivity is considered to remain
constant which is reasonable for metal films down to
very small dimensions (until the mean free path becomes
comparable to the thickness), and is also reasonable for
degenerately doped semiconducting lines where solid
volubility and impurity scattering considerations limit
any increase in conductivity. Under these assumptions
the resistance of a given line increases directly with the
scaling factor K. The IR drop in such a line is therefore
constant (with the decreased current levels) ~ but is K
times greater in comparison to the lower operating volt-
ages. The response time of an unterminated transmission
line is characteristically limited by its time constant
R~C, which is unchanged by scaling; however, this makes
it difficult to take advantage of the higher switching
speeds inherent in the scaled-down devices when signaI
propagation over long lines is involved, Also, the current
density in a scaled-down conductor is increased by K,

which causes a reliability concern, In conventional
MOSFET circuits, these conductivity problems are re-
latively minor, but they become significant for line-
widths of micron dimensions. The problems may be
circumvented in high performance circuits by widening
the power buses and by avoiding the use of n+ doped
lines for signal propagation.

Use of the ion-implanted devices considered in this
paper will give similar performance improvement to that
of the scaled-down device with K = 5 given in Table I.
For the implanted dcviccs with the higher operating volt-
ages (4 V instead of 3 V) and higher threshold voltages
(0.9 V instead of 0.4 V), the current level will be reduced

Things we do: scale 
dimensions, doping, 
Vdd.

What we get:  
𝞳2 as many transistors 
at the same power 
density! 

Whose gates switch 𝞳 
times faster! Power density scaling ended in 2003  

(Pentium 4: 3.2GHz, 82W, 55M FETs).
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Design Space & Optimality

low-performance at low-cost

high-performance at high-cost

“Pareto Optimal” Frontier

Performance

Cost (# of components)

(tasks/sec)



EECS151 L02 DESIGN

Cost
❑Non-recurring engineering (NRE) costs 
❑Cost to develop a design (product) - people, tools, masks 

▪ Amortized over all units shipped 
▪ E.g. $20M in development adds $.20 to 

 each of 100M units 
❑Recurring costs 

▪ Cost to manufacture, test and package a unit 
▪ Processed wafer cost is ~$10k (around 16nm node) which yields: 

– 50-100 large FPGAs or GPUs 
– 200 laptop CPUs 
– >1000 cell phone SoCs 

7

aka recurring cost

aka NRE cost
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Relationship Among Representations
* Theorem: Any Boolean function that can be expressed as a truth table can be written 

as an expression in Boolean Algebra using AND, OR, NOT.

How do we convert from one to the other?
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Logic Gate Restoration
❑ Inverter acts like a “non-linear” amplifier 
❑ The non-linearity is critical to restoration 
❑ Other logic gates act similarly with respect to input/output relationship.

Example (look at 1-input gate, to keep it simple):

Idealize Inverter Actual Inverter 
voltage transfer 
characteristic (VTC)VIN VOUT
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Register Transfer Level Abstraction (RTL)
Any synchronous digital circuit can be represented with: 

• Combinational Logic Blocks (CL), plus 
• State Elements (registers or memories)

• State elements are 
mixed in with CL 
blocks to control the 
flow of data.

Register file
or
Memory Block

Address
Input Data

Output Data
Write Control

clock

• Sometimes used in 
large groups by 
themselves for “long-
term” data storage.
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Implementation Alternative Summary

What are the important metrics of comparison?

Full-custom: All circuits/transistors layouts optimized for 
application.

Standard-cell 
(ASIC):

Small function blocks/“cells” (gates, FFs) automatically 
placed and routed.

Gate-array 
(structured ASIC):

Partially prefabricated wafers with arrays of 
transistors customized with metal layers or vias.

FPGA: Prefabricated chips customized with loadable latches or 
fuses.

Microprocessor: Instruction set interpreter customized through 
software.

Domain Specific 
Processor:

Special instruction set interpreters (ex: DSP, NP, GPU, 
TPU).



Hardware Description Languages
• Basic Idea: 

– Language constructs describe circuits with 
two basic forms: 

▪ Structural descriptions:  connections of 
components.  Nearly one-to-one 
correspondence to with schematic diagram. 

▪ Behavioral descriptions: use high-level 
constructs (similar to conventional 
programming) to describe the circuit 
function. 

• Originally invented for simulation. 
– “logic synthesis” tools exist to 

automatically convert to gate level 
representation. 

– High-level constructs greatly improves 
designer productivity. 

– However, this may lead you to falsely 
believe that hardware design can be 
reduced to writing programs*

“Structural” example: 
Decoder(output x0,x1,x2,x3; 
   inputs a,b) 
   { 
      wire abar, bbar; 
      inv(bbar, b); 
      inv(abar, a); 
      and(x0, abar, bbar); 
      and(x1, abar, b   ); 
      and(x2, a,    bbar); 
      and(x3, a,    b   ); 
   }  

“Behavioral” example: 
Decoder(output x0,x1,x2,x3; 
   inputs a,b) 
   { 
      switch [a b] 
 case 00: [x0 x1 x2 x3] = 0x8; 
 case 01: [x0 x1 x2 x3] = 0x4; 
 case 10: [x0 x1 x2 x3] = 0x2; 
 case 11: [x0 x1 x2 x3] = 0x1; 
      endswitch; 
   } 
  

Warning:  this is a fake HDL!

*New tools and languages exist for this - called “high level synthesis”. 12



Review - Ripple Adder Example
module FullAdder(a, b, ci, r, co);  
 input a, b, ci; 
 output r, co;  
  
 assign r = a ^ b ^ ci; 
  assign co = a&ci + a&b + b&cin; 

endmodule 

module Adder(A, B, R); 
  input [3:0] A; 
  input [3:0] B; 
  output [4:0] R; 

  wire c1, c2, c3; 
  FullAdder 
  add0(.a(A[0]), .b(B[0]), .ci(1’b0), .co(c1),   .r(R[0]) ), 
  add1(.a(A[1]), .b(B[1]), .ci(c1),   .co(c2),   .r(R[1]) ), 
  add2(.a(A[2]), .b(B[2]), .ci(c2),   .co(c3),   .r(R[2]) ), 
  add3(.a(A[3]), .b(B[3]), .ci(c3),   .co(R[4]), .r(R[3]) ); 
endmodule

13



Example - Ripple Adder Generator

module Adder(A, B, R); 
  parameter N = 4; 
  input [N-1:0] A; 
  input [N-1:0] B; 
  output [N:0] R; 
  wire [N:0] C; 

  genvar i; 

  generate  
    for (i=0; i<N; i=i+1) begin:bit       
      FullAdder add(.a(A[i], .b(B[i]), .ci(C[i]), .co(C[i+1]), .r(R[i]));     

end  
  endgenerate  

  assign C[0] = 1’b0; 
  assign R[N] = C[N]; 
endmodule

Parameters give us a way to generalize our designs.  A module becomes a “generator” for 
different variations.   Enables design/module reuse.  Can simplify testing.

variable exists only in the specification - not in the final circuit.

Keyword that denotes synthesis-time operations

Declare a parameter with default value.    
Note:  this is not a port.  Acts like a “synthesis-time” constant.

For-loop creates instances (with unique names)

Adder adder4 ( ... ); 

Adder #(.N(64)) 
adder64 ( ... ); 

Overwrite parameter 
N at instantiation.

Replace all occurrences of “4” with “N”.

14



EECS151 Registers
❑ All registers are “N” 

bits wide - the value of 
N is specified at 
instantiation 

❑ All positive edge 
triggered.

15

d qclk

On the rising clock edge if clock enable (ce) is 0 then the 
register is disabled (it’s state will not be changed).

module REGISTER_CE(q, d, ce, clk);
parameter N = 1;

module REGISTER(q, d, clk);
parameter N = 1;

d qclk
ce

d q

rclk rst

d q

rclk
ce

rst

module REGISTER_R(q, d, rst, clk);
parameter N = 1;
parameter INIT = {N{1'b0}};

On the rising clock edge if reset (rst) is 1 then the state 
is set to the value of INIT.  Default INIT value is all 0’s.

module REGISTER_R_CE(q, d, rst, ce, clk);
parameter N = 1;
parameter INIT = {N{1b’0}};

Reset (rst) has priority over clock enable (ce).



4-bit wrap-around counter

16

4
value

clk

enablereset

0, 1, 2, 3, 4, 5, 6, 7, 8, 
9, 10, 11, 12, 13, 14, 
15,  0, 1, …

+1



module ParToSer(ld, X, out, clk);  
 input [3:0] X; 
 input ld, clk; 
 output out;  
  
 wire [3:0] Q; 
  wire [3:0] NS; 

  assign NS =  
(ld) ? X : {Q[0], Q[3:1]}; 

 REGISTER state #(4)  
(.q(Q), .d(NS), .clk(clk)); 

  assign out = Q[0]; 
endmodule

17

Example - Parallel to Serial Converter

Specifies the 
muxing with 
“rotation”

Instantiates a register (flip-flops) 
to be rewritten every cycle

connect output

ld

out
out



Verilog to ASIC layout flow
❑ “push-button” approach

18
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FPGA Overview
❑ Basic structure: two-dimensional array of logic blocks and flip-flops with a means for the user 

to configure (program): 
  1. the interconnection between the logic blocks, 
  2. the function of each block.

Simplified version of FPGA internal architecture
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User Programmability
❑ Latches are used to: 

1. control a switch to make or 
break cross-point 
connections in the 
interconnect 

2. define the function of the 
logic blocks 

3. set user options: 
– within the logic blocks 
– in the input/output blocks 
– global reset/clock 

❑ “Configuration bit stream” 
is loaded under user 
control

• Latch-based (Xilinx, Intel/Altera, …) 

+ reconfigurable 

– volatile 

– relatively large.
MOSFET used 
as a “switch”
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4-LUT Implementation
❑ LUT size named by number of inputs 
❑ n-bit LUT is implemented as a 2n x 1 

memory: 
▪ inputs choose one of 2n memory 

locations. 
▪ memory locations (latches) are 

loaded with values from user’s 
configuration bit stream. 

▪ Inputs to mux control are the LUT 
inputs. 

❑ Result is a general purpose “logic gate”.   
▪ n-LUT can implement any function 

of n inputs!
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Example Partition, Placement, and Route

Two partitions.  Each has single output, no more than 4 inputs, and  
no more than 1 flip-flop.  In this case, inverter goes in both partitions. 
   
Note:  (with 4-LUTs) the partition can be arbitrarily large as long as it has not more  
than 4 inputs and 1 output, and no more than 1 flip-flop.

A

A

B

B

INOUT
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FPGA versus ASIC

• ASIC: Higher NRE costs (10’s of $M). Relatively Low cost per die (10’s of $ 
or less). 

• FPGAs: Low NRE costs. Relatively low silicon efficiency ⇒ high cost per 
part (> 10’s of $ to 1000’s of $). 

• Cross-over volume from cost effective FPGA design to ASIC was often in 
the 100K range.

volume

total
cost

FPGAs cost 
effective

ASICs cost
effective

FPGA

ASIC
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Some Laws of Boolean Algebra
Duality: A dual of a Boolean expression is derived by interchanging OR and AND operations, and 

0s and 1s (literals are left unchanged).

Any law that is true for an expression is also true for its dual. 

Operations with 0 and 1: 
 x + 0 = x x * 1 = x 
 x + 1 = 1 x * 0 = 0 
Idempotent Law: 
 x + x = x x  x = x 
Involution Law: 
 (x’)’ = x 
Laws of Complementarity: 
 x + x’ = 1 x  x’ = 0 
Commutative Law: 
 x + y = y + x   x  y = y  x
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Algebraic Simplification
Cout = a’bc + ab’c + abc’ + abc 
        = a’bc + ab’c + abc’ + abc + abc 
        = a’bc + abc + ab’c + abc’ + abc 
        = (a’ + a)bc + ab’c + abc’ + abc 
        = (1)bc + ab’c + abc’ + abc 
        = bc + ab’c + abc’ + abc + abc 
          = bc + ab’c + abc + abc’ + abc 
          = bc + a(b’ +b)c + abc’ +abc 
        = bc + a(1)c + abc’ + abc 
        = bc + ac + ab(c’ + c) 
          = bc + ac + ab(1) 
          = bc + ac + ab
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Canonical Forms
❑ Standard form for a Boolean expression - unique algebraic expression directly from a 

true table (TT) description. 
❑ Two Types: 

* Sum of Products (SOP) 
* Product of Sums (POS)

• Sum of Products (disjunctive normal form, minterm expansion).  Example: 

Minterms    a b c  f f’ 
a'b'c'      0 0 0  0 1 
a'b'c       0 0 1  0 1 
a’bc'       0 1 0  0 1 
a’bc        0 1 1  1 0 
ab’c'       1 0 0  1 0 
ab’c        1 0 1  1 0 
abc’        1 1 0  1 0 
abc         1 1 1  1 0 

One product (and) term for each 1 in f: 
 f = a'bc + ab'c' + ab'c + abc' + abc 
 f' = a'b'c' + a'b'c + a'bc'

What is the cost?

(enumerate all the ways the 
function could evaluate to 1) 
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Karnaugh Map Method
❑ Adjacent groups of 1’s represent product terms 



28

Multi-level Combinational Logic
Another Example:  F = abc + abd +a'c'd' + b'c'd'   
     let x = ab  y = c+d 
       f = xy + x'y' 

No convenient hand methods exist for multi-level logic simplification: 
a) CAD Tools use sophisticated algorithms and heuristics 

Guess what?  These problems tend to be NP-complete 
b) Humans and tools often exploit some special structure (example adder)

Incorporates fanout.
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NAND-NAND & NOR-NOR Networks
❑ Mapping from AND/OR to NAND/NAND



Finite State Machines (FSMs)
❑ FSMs: 

❑ Can model behavior of any 
sequential circuit 

❑ Useful representation for 
designing sequential circuits 

❑ As with all sequential circuits: 
output depends on present and 
past inputs 

❑ effect of past inputs 
represented by the current 
state 

❑ Behavior is represented by State 
Transition Diagram: 
▪ traverse one edge per clock cycle.

30



By-hand Design Process (b)
State Transition Table: 

Invent a code to represent states: 
Let 0 = EVEN state, 1 = ODD state

present                   next 
state       OUT  IN   state 

 EVEN       0     0    EVEN 
 EVEN       0     1     ODD 
 ODD         1     0     ODD 
 ODD         1     1    EVEN

present state (ps)   OUT   IN   next state (ns) 
            0                    0      0                0 
            0                    0      1                1 
            1                    1      0                1 
            1                    1      1                0

Derive logic equations 
from table (how?): 

OUT = PS 
NS = PS xor IN

31



FSM CL block rewritten

always @* 
 begin  
  next_state = IDLE; 
  out = 1’b0;   
  case (state) 
   IDLE   : if (in == 1’b1) next_state = S0; 
   S0     : if (in == 1’b1) next_state = S1; 
   S1     : begin 
             out = 1’b1; 
             if (in == 1’b1) next_state = S1; 
            end 
   default: ;  
  endcase 
 end 
Endmodule 

* for sensitivity list

Normal values: used unless 
specified below.

Within case only need to 
specify exceptions to the 
normal values. 

Note: The use of “blocking assignments” allow signal 
values to be “rewritten”, simplifying the specification.



FSM Moore and Mealy Implementation Review
Moore Machine Mealy Machine

33



One-hot encoded combination lock

34



Final product ...
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Top-down view:

p-

oxide

n
+

n
+

Vd Vs “The planar   
process”

Jean Hoerni, 
Fairchild 
Semiconductor 
1958



Physical Layout 
❑ How do transistor 

circuits get “laid out” 
as geometry? 

❑ What circuit does a 
physical layout 
implement? 

❑ Where are the 
transistors and wires 
and contacts and 
vias?

36



Complex CMOS Gate

D
A

B C

D

A
B

C

OUT = D + A • (B + C) OUT = D • A + B • C

37

OUT
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4-to-1 Transmission-gate Mux
❑ The series connection of pass-transistors 

in each branch effectively forms the AND 
of s1 and s0 (or their complement). 

❑ Compare cost to logic gate 
implementation



39

transmission gate 
useful in 
implementation

Tri-state Buffers

“high 
impedance” (output 
disconnected)

Tri-state Buffer:

Inverting buffer Inverted enable

Variations:



Positive edge-triggered flip-flop
D Q A flip-flop “samples” on the positive 

clock-edge, and then “holds” value.

Spring 2003 EECS150 – Lec10-Timing Page 14

Delay in Flip-flops

• Setup time results from delay 

through first latch.

• Clock to Q delay results from 

delay through second latch.

D

clk

Q

setup time clock to Q delay

clk

clk’

clk

clk

clk’

clk’

clk

clk’

Sampling 
latch

Spring 2003 EECS150 – Lec10-Timing Page 14

Delay in Flip-flops

• Setup time results from delay 

through first latch.

• Clock to Q delay results from 

delay through second latch.

D

clk

Q

setup time clock to Q delay

clk

clk’

clk

clk

clk’

clk’

clk

clk’

Holding 
latch
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